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ABSTRACT: Clusters of storm waves contribute disproportionately to coastal erosion hazards because the coastline has
insufficient time to recover between events. Here, the change in occurrence of clustered storms and its association with atmo-
spheric oscillation modes were investigated in New Zealand waters using 44 years (1958–2001) of wave hindcast data. First,
long-term averages of cluster parameters (number of storms within the cluster, potential for coastal erosion, and cluster dura-
tion) were assessed. Then, the relationships between clustering and the El Niño-Southern Oscillation (ENSO), Indian Ocean
Dipole (IOD), Zonal Wavenumber-3 Pattern (ZW3), Pacific Decadal Oscillation (PDO), and Southern Annular Mode (SAM)
were explored through correlation analysis over several timescales. Clusters were more frequently observed to the northeast
of New Zealand and on the central eastern coast of the South Island. The most vulnerable regions to cluster-induced coastal
erosion were southern New Zealand and the northwestern coast, which resulted from steady southwesterly swells, although
clusters with the longest duration occurred on the east coast of the South Island. Trends suggest that clusters have incorporated
more storms, have become more hazardous, and have increased in duration, particularly along the South Island coastline.
Although these trends may be sensitive to the reanalysed wind fields used to force the wave hindcast, they reflect trends in the
ENSO, PDO, and SAM. Stronger southwesterly winds during El Niño (negative ENSO) and El Niño-like conditions (positive
IOD/PDO) generated more clustered storms mainly on the southwestern coast of New Zealand, whereas increases in clustering
were observed on the north coast during La Niña and La Niña-like conditions (stronger northeasterly winds). Higher occur-
rence of clustering was also evident on the west coast during the strong atmospheric zonal flow associated with negative ZW3.
Lastly, strengthened westerlies related to positive SAM led to increased clustering primarily to the south of New Zealand.
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1. Introduction

A combination of swell and locally generated waves is fre-
quently observed along open coastlines influenced by dif-
ferent meteorological systems (Harley et al., 2010). Such
coastlines are highly impacted by storm waves, which
in turn are potentially more hazardous when arriving in
clusters because the intervals between the events are not
sufficiently long for the beach to recover (Lee et al.,
1998; Senechal et al., 2017). When propagating in clus-
ters, storms with relatively short return periods can cause
damage equivalent to or greater than that from a sin-
gle storm with far longer return period (Ferreira, 2005).
Consequently, clustered storms may produce catastrophic
events in populated coastal areas. Therefore, an improved
knowledge of storm wave clusters (SWCs) and of the
changes in the frequency and magnitude of these systems
over time is needed to support coastal management.

From a meteorological point of view, a cluster is
characterized by unstable atmospheric waves that
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develop and move rapidly along the wake of a large
low-pressure system (Mailier et al., 2006). From an
oceanographic–morphodynamic point of view, a storm
cluster can be defined as two or more consecutive storms
between which there is insufficient time for the beach to
recover from erosion (Ferreira, 2006). Atmospheric serial
storms have been shown to have devastating effects on the
European economy (e.g. Mailier et al., 2006; Pinto et al.,
2013; Pinto et al., 2014). Past work has also associated
cyclone clustering (Mailier et al., 2006; Economou et al.,
2015) and clustering of flooding events (Villarini et al.,
2013) with climatic patterns, such as the North Atlantic
Oscillation. However, SWCs have been explored less
because of the lack of data. Therefore, both their nearshore
and offshore characteristics are still poorly understood.
Despite that, they have been shown to play a role in the
evolution of a number of coastal features, such as cliffs
(Nunes et al., 2011), megarips (Loureiro et al., 2012),
dunes (Benavente et al., 2013; Dissanayake et al., 2015a,
2015b, 2015c), and shoreline cusps (Balouin et al., 2013).

Several techniques to identify groups of cyclones have
been implemented, such as a Bayesian approach (Fawcett
and Walshaw, 2008), a running sum of daily cyclone counts
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(Pinto et al., 2014), and the calculation of a dispersion
statistic based on the Poisson process and cyclone counts
(Mailier et al., 2006; Kvamstø et al., 2008; Vitolo et al.,
2009). Studying cyclone clusters, however, does not nec-
essarily provide useful information on the formation of
SWCs. Large waves might not be generated if cyclones
change direction continuously along their tracks, because
the generation of large waves depends on persistent strong
unidirectional winds.

In the past, SWCs were evaluated by measuring the
beach morphodynamic response to a sequence of storms.
This has been performed mainly through either beach
profile assessments (e.g. Lee et al., 1998; Loureiro et al.,
2009; Coco et al., 2014; Karunarathna et al., 2014) or
detailed numerical or empirical modelling of erosion
(e.g. Vousdoukas et al., 2011; Splinter et al., 2014; Dis-
sanayake et al., 2015a, 2015b, 2015c), although other
approaches have also been implemented, such as the
analysis of ARGUS video imaging (Phillips et al., 2015)
and the use of the convolution model of Kriebel and Dean
(1993), applied by Ferreira (2002). These techniques
either require long records of consistently monitored
beach profiles or are computationally expensive and
time-consuming. Most of the studies quoted above used
beach recovery periods (i.e. the average time interval the
beach takes to recover substantially after an erosion) to
identify SWCs. Beach erosion and recovery are not trivial
to ascertain because they require surveying before, during,
and after each storm within the cluster. The local intensity
of the storm, the beach state, the tide conditions, and the
type and availability of sediment have a strong influence
on variability of the beach recovery period, making it
highly site-dependent. Furthermore, slightly different
combinations of these parameters can lead to significantly
different erosion and recovery responses, especially when
the initial stage has already been disturbed (Coco et al.,
2014). For these reasons, SWCs have been analysed
only at a particular beach or, at most, at several beaches.
Considerable variation exists in the time thresholds that
determine which storms belong to a single cluster. For
example, Birkemeier et al. (1999) grouped storms that
occurred up to 40 days apart at Duck, United States. Fer-
reira (2005) stated that either 21 days between storm peaks
or 14 days between the end of a storm and the beginning
of the subsequent one was enough to ensure that beaches
would not recover significantly at his study sites, in Portu-
gal. Karunarathna et al. (2014) considered a 9-day cut-off
to define clustered storms at Narrabeen Beach, Australia,
whereas Almeida et al. (2012) aggregated storms that
occurred less than 10 days apart on the Portuguese coast.

Located at the interface between the Pacific and South-
ern Oceans, with the Tasman Sea to the west, patterns
of storm clustering around New Zealand are likely to be
complex, depending on the origin of generating weather
systems. As an island nation, New Zealand is reliant on
shipping for trading goods. Moreover, the implementation
of recent trade agreements (summarized in, e.g. World
Bank Group, 2016) has led to increased ship traffic, and
the energetic seas surrounding New Zealand (Gorman

et al., 2003) mean that assessing conditions and providing
predictions for maritime safety has become increasingly
important. New Zealand’s mid-latitude position and
distance from other landmasses allow several weather
systems to affect the country, causing frequent storms
and extreme wave events (Godoi et al., 2017). These
wave conditions have been shown to vary considerably
in association with climate patterns (Godoi et al., 2016).
Changes in the Southern Hemisphere atmospheric cir-
culation related to the Southern Annular Mode (SAM)
(Thompson and Solomon, 2002), such as a polewards
shift of the westerly jet and associated fields (Kushner
et al., 2001), affect New Zealand directly. The SAM is the
dominant mode of atmospheric variability in the Southern
Hemisphere (Marshall, 2003) and is associated with the
formation of extratropical cyclones, the main source of
the storm waves that affect the New Zealand coastline.
However, SWCs and their characteristics have not been
investigated in the New Zealand region yet. The lack of
high temporal resolution beach profiles and other data sets
for most New Zealand beaches limits the ability to study
clustering through erosion responses. As a first step, we
use our long-term (1957–2002) wave hindcast (Gorman
et al., 2010) to investigate the drivers of storm clustering.

Given the recognized threat posed by SWCs to coastal
environments and infrastructure, as well as to offshore
operations (e.g. oil rigs and fishery boats), this study
explores the relationships of SWCs to climate patterns in
New Zealand waters. A SWC climatology supports not
only the monitoring and management of coastal areas in
terms of flooding and sediment transport but also the plan-
ning of naval and marine operations, besides assisting in
the selection of sites for wave energy extraction. Our inves-
tigation was carried out using the results of our long-term
wave hindcast and considers how conditions might change
in association with five climate patterns, as character-
ized by the El Niño-Southern Oscillation (ENSO), Indian
Ocean Dipole (IOD), SAM, Pacific Decadal Oscillation
(PDO), and Zonal Wavenumber-3 Pattern (ZW3). First,
duration and number of clusters in addition to the potential
for cluster-induced coastal erosion were assessed through
average values computed over the period 1958–2001. To
account for changes in the frequency and magnitude of
SWC generating systems (cyclones) and those changes
that have an indirect impact on them, like changes in atmo-
spheric ozone and greenhouse gases (Arblaster and Meehl,
2006), monotonic trends in SWC parameters (cluster dura-
tion, number of storms within the cluster, and cumulative
storm energy (CSE)) were calculated. Then, correlations of
climate indices with clustered storms and SWC parameters
were carried out at multiple timescales to better understand
the causes of variability in clustering.

2. Methodology

A 45-year (September 1957 to August 2002) wave
hindcast (Gorman et al., 2010), hereafter 45WH, was
conducted using version 3.14 (Tolman, 2009) of the

© 2017 Royal Meteorological Society Int. J. Climatol. (2017)



STORM WAVE CLUSTERING AND ITS CONNECTION TO CLIMATIC PATTERNS

35°S

40°S

45°S

50°S

165°E 175°E

South

West East

North

A

B

NI

SI

175°W

Figure 1. Regional domain of the 45-year (1957–2002) wave hindcast.
Filled circles represent the locations used in the wavelet spectral analysis.
Filled squares A and B indicate the sites used as examples for showing
time series of occurrence of clustered storms in Figures 2(b) and (c),
respectively. Grey dots illustrate the model grid points on the 200 m
isobath, with the filled triangle marking the first point (0) of the sequence
of Figure 2(a). Dashed lines represent coastline delimiters, plotted here
as a guide for Figure 2(a). NI and SI stand for North Island and South

Island, respectively.

WAVEWATCH III model (Tolman, 1991) forced with
wind and ice fields from the ERA-40 reanalysis (Uppala
et al., 2005). A regional domain, with 0.125× 0.09375∘
spatial resolution, was one-way nested within a global
domain at 1.125× 1.125∘ resolution. The regional domain
encompassed the waters surrounding New Zealand, which
include part of the Tasman Sea and parts of the Southern
Ocean and southwestern Pacific Ocean (Figure 1). Results
of the simulation were output at 1 and 3-h intervals
for the regional and global domains, respectively, and
then validated against satellite altimetry data from the
TOPEX/Poseidon, ERS1 and ERS2 missions, and against
buoy measurements from sites around New Zealand and
North America. Details of the 45WH can be found in
Gorman et al. (2010) and Godoi et al. (2016).

Modelled time series of significant wave height (Hs)
were extracted from the 45WH at the 418 model grid points
on the 200 m isobath around New Zealand (Figure 1) for
the 44-year period 1958–2001. A range of Hs thresholds
has been selected in the literature to define storm waves
(Ferreira, 2005), usually based on the wave climate of the
study region. As different wave climates are found along
the New Zealand coastline (Godoi et al., 2016, 2017),
Hs thresholds should vary accordingly. A simple way of
obtaining Hs thresholds that match the local wave climate
is to select them based on percentiles rather than establish-
ing a single value for the whole study region. Thus, storm
wave events were identified using the peaks-over-threshold
(POT) approach considering the 95th percentile threshold
of each site. In other words, Hs maxima from indepen-
dent storms were obtained when they were above the 95th
percentile of the time series, following, e.g. Phillips et al.
(2015) and Harley et al. (2009). A timeframe also needs to
be considered for ensuring independence between storms,

because successive Hs peaks occurring in a short interval
are likely to be part of the same event. To this end, Hs
maxima were selected only when they occurred at least
72 h apart. The 72-h interval was motivated by past stud-
ies where 72 h is the time lag below which the storms are
autocorrelated (Mathiesen et al., 1994; Lopatoukhin et al.,
2000). This is a well-established threshold in the literature,
used in the identification of both storm and extreme waves
(Alves and Young, 2003; Méndez et al., 2006; Stephens
and Gorman, 2006; Godoi et al., 2017).

Here, we aim at understanding some general characteris-
tics of SWCs around the whole coastline of New Zealand.
This is unlikely to be accomplished with the implemen-
tation of the techniques discussed in the previous section
because they require beach recovery periods to be defined.
Therefore, a simple and objective criterion has been chosen
to assess storm wave clustering without considering ero-
sion processes and recovery periods of individual beaches.
This criterion is based on the assessment of the index of
dispersion (Id) of time intervals between storm peaks.

The Id is a measure of the normal variability of intervals
between storm peaks and is the quantity (with time dimen-
sion) defined as the ratio of the variance (ΔT − ⟨ΔT⟩)2 of
the time interval ΔT between storm peaks to the mean
interval ⟨ΔT⟩. The method itself is not innovative, because
it has been applied by other authors (Mailier et al., 2006;
Kvamstø et al., 2008; Vitolo et al., 2009) in different con-
texts and using different approaches. However, the way
the method has been employed here differs from previ-
ous work. Two assumptions were made in order to select
appropriate values for the time interval between storm
peaks used for grouping storms into clusters. This interval
needed to be short enough to be considerably lower than
both the Id value and the mean interval at each location
analysed, and long enough to allow SWCs to be identified.
Values of 0.5Id were found to satisfy both requirements
for all time series of storm wave occurrence assessed, as
shown in Figure 2(a). Hence, they have been adopted in
this work, and storms were grouped into clusters when the
time interval between them was shorter than 0.5Id. Sensi-
tivity tests for intervals equal to 0.4Id and 0.6Id were also
conducted to verify the variability of the overall mean of
the number of SWCs in the study region during the period
1958–2001 (not shown). The overall mean values did not
change considerably (133.8, 140.7, and 139.9 for 0.4Id,
0.5Id, and 0.6Id, respectively) because SWCs became gen-
erally longer rather than more numerous when the inter-
vals increased, whereas the number of SWCs only slightly
reduced when the intervals were shortened. So, our origi-
nal choice (0.5Id) was kept. Values of 0.5Id varied between
9.7 and 25.4 days, with an average of 15.1 days among all
sites. Although the beach recovery period is not a key fac-
tor in the determination of SWCs in our analysis, values
of 0.5Id were found to be within the range of beach recov-
ery periods proposed in the literature (Birkemeier et al.,
1999; Ferreira, 2005; Almeida et al., 2012; Karunarathna
et al., 2014). Figure 2(a) shows the values of 0.5Id (dashed
line), the mean interval (solid line), and the standard devi-
ation of the time interval (dotted line) calculated for each
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Figure 2. (a) Statistics computed for time series of storm wave occur-
rence at the 418 model grid points on the 200 m isobath: half of the
index of dispersion of time intervals between storm peaks (dashed line),
mean interval between storm peaks (solid line), and standard deviation of
the time interval between storm peaks (dotted line). Vertical lines A and
B mark the largest and smallest differences between the mean interval
between storm peaks and half of the index of dispersion; the locations of
the model grid points associated with these differences are displayed in
Figure 1 as A and B. W, N, E, and S stand for west, north, east, and south,
respectively, delimited according to Figure 1. Shaded and non-shaded
areas of the graph comprise the model grid points along each section
of the coastline (W: 0–143; N: 144–216; E: 217–375; S: 376–417),
with 0 being located on the southwestern coast (triangle in Figure 1) and
the subsequent numbers follow a clockwise rotation; (b) time series of
occurrence of storms and clustered storms at site A; (c) time series of
occurrence of storms and clustered storms at site B. Grey circles repre-
sent storm waves, whereas black circles indicate storm waves pertaining

to clusters.

of the 418 model grid points on the 200 m isobath over
the period 1958–2001. The standard deviation of the time
interval between storm peaks was plotted instead of its
variance to allow better visualization of the values of the
other curves. One notes that the values of the standard
deviation were generally closer to the mean values on the
north coast than on the other coasts (Figure 2(a)). This
indicates a smaller variability in storm occurrence (more
consistent wave climate) on the north coast than on the oth-
ers, which results from a typically low-energy wave envi-
ronment on the north coast that is regularly disturbed by
tropical cyclone-generated waves in summer (Godoi et al.,

2016). Examples of clustering at sites A and B (Figure 1)
during the 1970s are displayed in Figures 2(b) and (c),
respectively. The examples show the temporal distribution
of clustered and non-clustered storm occurrences identi-
fied at the sites with the largest (site A) and smallest (site
B) differences (16.6 and 5.5 days) between the mean inter-
val between storm peaks and 0.5Id. By using this approach,
for two sites with the same mean interval between storm
peaks, the one with a less consistent wave climate (larger
variability in the time interval between storm peaks) will
have a higher Id value and, consequently, more clustered
storms. In this case, a higher Id means a higher chance
of erosion or any other cluster-induced damage as well
as a higher chance of multi-hazard effects, because the
longer duration of SWCs relative to individual storms will
mean that conditions will be more likely to coincide with
a high tide.

Although the focus of this article is not on beach pro-
cesses, such as erosion and sediment transport, two mea-
sures, based on offshore Hs and storm duration (period
in which Hs remained above the 95th percentile), were
used to provide an overview of the potential for coastal
erosion. These were the average CSE per cluster and aver-
age storm power index (SPI) per cluster. Both the CSE
(Mendoza and Jimenez, 2006; Harley et al., 2009, 2010;
Phillips et al., 2015) and SPI (Dolan and Davis, 1994;
Karunarathna et al., 2014) were first calculated for each
storm. To do so, the formulae presented by Harley et al.
(2010) and Karunarathna et al. (2014) were employed here
(Equations (1) and (2), respectively); where 𝜌 is the mass
density of sea water (1025 kg m−3), g is the gravitational
acceleration (9.8 m s−2), Δt is the temporal resolution of
the data set (1 h), N is the total number of Hs values i above
the 95th percentile during the storm, Hsmax

is the storm
peak Hs value, and D is the storm duration. The cumu-
lative effect of all storms pertaining to a single cluster was
determined by summing up their respective CSE/SPI val-
ues. Lastly, the cumulative energy obtained for all SWCs
of each site on the 200 m isobath was temporally aver-
aged over the period 1958–2001. The SPI overestimates
the energy content of a storm because it only considers the
maximum Hs (Mendoza and Jimenez, 2006). Conversely,
Hs of each recording time during a storm is used in the
computation of the CSE. Nonetheless, for the sake of the
ability to compare to studies that have applied the SPI, this
is also calculated here.

CSE = 1
16

𝜌gΔt
N∑

i=1

H2
si

(1)

SPI = H2
smax

D (2)

To verify changes in SWCs over the period 1958–2001,
trends in annual averages of SWC parameters (number
of storms within the cluster, CSE, and cluster duration)
were calculated using the Mann–Kendall test (Mann,
1945; Kendall, 1955) and the Theil–Sen estimator (Theil,
1950; Sen, 1968). The Mann–Kendall test was employed
to estimate monotonic upwards/downwards trends, while
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Figure 3. Considering the period 1958–2001: (a) annual average number of SWCs; (b) average SWC duration. The averages were calculated at the
model grid points on the 200 m isobath. [Colour figure can be viewed at wileyonlinelibrary.com].

the Theil–Sen estimator was used to calculate the slope
(magnitude) of the trends. Trends were computed for three
time periods: the pre-satellite (1958–1978) and satellite
(1979–2001) eras spanned by the data set, and a long-term
period (1958–2001). Statistical significance of trends was
assessed using p-value.

Storm wave clustering during different phases of the
ENSO, IOD, SAM, PDO, and ZW3 was investigated
through correlations of the climate pattern indices (South-
ern Oscillation Index (SOI), Dipole Mode Index (DMI),
SAMI, PDO Index, and ZW3 Index) with storm cluster
indices (explained below) and SWC parameters. Monthly
climate indices were sourced from the National Oceanic
and Atmospheric Administration (NOAA), Japan Agency
for Marine-Earth Science and Technology (JAMSTEC),
British Antarctic Survey (BAS), Japan Meteorologi-
cal Agency (JMA), and Raphael (2004), respectively.
Except for the ZW3 Index, which is available only from
1979, all the other climate indices were collected for the
period 1958–2001. In order to perform the correlations,
a monthly storm cluster index was created for every
location analysed by assigning weights to each month
based on the number of clustered storms within that
month. First, the number of storms in each month of
the 44-year period was found using the POT approach
and the 72-h interval, and those that were clustered were
identified using the index of dispersion (as described
above). This resulted in two time series, a monthly time
series of the number of storms and a monthly time series
of the number of clustered storms. Then, the latter was
divided by the former yielding a monthly storm cluster
index. The same procedure was carried out for the 418
sites on the 200 m isobath. Then, correlations of monthly
anomalies between the storm cluster indices and cli-
mate indices were performed. Additionally, seasonally
averaged monthly anomalies of storm cluster indices
were correlated with both seasonal and lagged-seasonal
(1-season lag) averages of monthly anomalies of cli-
mate indices. Lastly, correlations of annually averaged

monthly anomalies between SWC parameters (number
of storms within the cluster, CSE, and cluster duration)
and climate indices were carried out. Correlations were
performed using the Pearson’s correlation coefficient (R).
As demonstrated by Godoi et al. (2016, 2017) and Pickrill
and Mitchell (1979), the mean and extreme wave climates
around New Zealand can be classified into four main
wave climates according to their exposure to wave gen-
eration zones. Thus, four model grid points on the 200 m
isobath (48.469∘S/166.375∘E, 39.188∘S/172.375∘E,
36.094∘S/176.000∘E, and 41.625∘S/175.375∘E), corre-
sponding to the major coastline orientations (Figure 1),
were selected so that correlations of monthly anomalies
between their storm cluster indices and climatic indices
could be computed at several timescales using the squared
wavelet coherence spectra.

2.1. Overview of storm wave clustering around New
Zealand

SWCs were most frequently observed to the northeast of
New Zealand and on the central eastern coast of the South
Island (Figure 3(a)), where approximately four SWCs
occurred per year. Karunarathna et al. (2014) identified
80 SWCs at Narrabeen Beach between 1981 and 2000,
resulting in four SWCs per year on average. Their results
are comparable to our sites with largest occurrences of
SWCs (the authors note SWCs are fairly common at
Narrabeen Beach).

A secondary maximum in cluster occurrence was experi-
enced on the central western coast of the South Island. This
agrees with the extreme wave conditions documented by
Godoi et al. (2017), who showed that extreme waves are
more closely spaced in this region and on the northeastern
coast than in other regions around the country. A com-
mon feature between these two regions is that swells from
the south quadrant undergo considerable refraction prior to
arriving at the coast. SWCs had generally longer durations
on the east coast than on the other coasts (Figure 3(b)).
They were least frequent (Figure 3(a)) where they lasted
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mega Jh m−2). The averages were calculated using all SWCs occurred during the period 1958–2001 for each model grid point on the 200 m isobath.

[Colour figure can be viewed at wileyonlinelibrary.com].

longest (Figure 3(b)), up to about 40 days on average, as
can be noted to the north of the large peninsula on the cen-
tral eastern coast of the South Island. This segment of the
coastline is sheltered from the main swell direction (SW)
and presents a relatively low-energy wave climate (Godoi
et al., 2016, 2017).

As expected, both the average CSE per cluster and aver-
age SPI per cluster (Figure 4) showed a similar spatial
distribution of potential for cluster-induced coastal ero-
sion. These results highlight the regions around the coun-
try where SWCs played the most critical role in terms
of coastal hazards, which were southern New Zealand
followed by the west coast of the North Island. This is
directly related to the intense activity of southwesterly
swells generated by recurrent extratropical cyclones (Sin-
clair, 1995). Karunarathna et al. (2014) obtained values
between 2.86 and 73.83 hm2 h for the SPI per cluster for
events representative of the scale of beach profile change
at Narrabeen Beach. Their range was 45.4% larger than
ours (4.17–52.99 hm2 h). Regarding the average CSE val-
ues per cluster, 59% of the sites we investigated were less
than 1.19 MJh m−2, while 12% were in the most hazardous
condition range (2.17–2.67 MJh m−2) (Figure 4(b)).

The 45WH was carried out using reanalysed data from
ERA-40 as boundary conditions. The quantity and quality
of such data vary in time, and this may produce spurious
trends. Under these circumstances, the well-known tem-
poral inhomogeneity issue, concerning the introduction
of satellite data to the reanalysis data set (Bromwich and
Fogt, 2004), was explored by evaluating trends for differ-
ent periods. Contrasting results were obtained when trends
in SWC parameters were calculated for the pre-satellite
(1958–1978) and satellite (1979–2001) eras (Figure 5,
left and middle columns, respectively). Trends were gen-
erally positive during the pre-satellite period and negative
during the satellite period, although only a low percentage
of the analysed sites had statistically significant results
[7.42% (4.31%) of the sites showed statistically significant
results for trends in CSE during the period 1979–2001

(1958–1978), while the percentages were even lower for
trends in the other parameters]. Note that opposing trends
were generally observed at different locations, suggesting
that these can also be due to different climate conditions in
the two periods rather than due to data inhomogeneity in
the reanalysis. By using only satellite data over the period
1985–2008, Young et al. (2011) detected only positive
trends in the 99th percentile Hs in the region around New
Zealand.

When trends were calculated for the period 1958–2001
(Figure 5, right column), only positive trends were iden-
tified, in which case SWCs have become more haz-
ardous, have lasted longer, and have incorporated more
storms. Trends were mostly observed around the South
Island, with only a few locations along the North Island
(the northernmost and southernmost tips) with statisti-
cally significant trends for all parameters (Figure 5, right
column). Nevertheless, several sites off the central west-
ern coast of the North Island also showed notable trends
in cluster duration and in the number of storms within
the cluster. Southern New Zealand is not only where the
highest potential for cluster-induced coastal erosion was
found (Figure 4), but also where its largest trends were
detected (Figure 5, right column, first row). At some sites
in this region, trends might result merely from increas-
ing wave heights (Godoi et al., 2016) and/or changes
in wave direction (Hemer et al., 2010), while at other
sites, they were associated with an increasing number of
storms within the cluster (Figure 5, right column, third
row). For the same period (1958–2001), positive trends
in the mean Hs were reported for southern New Zealand
(Godoi et al., 2016), whereas no trends in extreme waves
(maxima Hs above the 99th percentile from indepen-
dent storms) were observed (Godoi et al., 2017). On the
other hand, trends in extreme waves were found along
the southeastern coast (Godoi et al., 2017), where increas-
ing trends in energy content, cluster duration, and in the
number of storms within the cluster were also detected
(Figure 5, right column). Increases in intensity of cyclones
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in the Tasman Sea (Simmonds and Keay, 2000) are likely
related to the trends in the SWC parameters observed
on the west coast of the South Island (Figure 5, right
column). The latter, however, contradict the trends in
directional distribution of waves, which indicate a reduc-
tion in northwesterly and westerly waves arriving on
this coast (Hemer et al., 2010). The contrasting results
between the pre-satellite and satellite eras do not allow
us to provide robust detection of the long-term trends.

Nonetheless, trends were computed using results from a
wave hindcast forced by ERA-40 data, which in turn were
found to be suitable for analysing the recent trend in the
SAM, at least as far back as 1973 (Marshall, 2003). This
provides additional confidence in the long-term trends,
because the main signature of the SAM takes place in
the high and mid-latitudes of the Southern Hemisphere,
where the waves that consistently affect New Zealand are
generated.
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Figure 6. Monotonic trends in normalized anomalies of climate indices: SAMI, ZW3 Index, SOI, DMI, and PDO Index. The anomalies of climate
indices were normalized by the standard deviation. Trends were computed for the period 1979–2001 for the ZW3 Index, and for the period 1958–2001

for the other indices. S95% and NS95% stand for statistically significant and non-significant at the 95% confidence level, respectively.

Trends for a negative SOI after 1976 (Trenberth and
Hoar, 1996), for a positive SAM since the mid-1960s
(Marshall, 2003), and for a positive PDO since mid-1970s
(Pezza et al., 2007) have been documented. These were
also verified here for the period 1958–2001 (Figure 6)
and are in agreement with increases in SWC parameters
(as discussed in the next section). The long-term trends
identified in those climatic indices only explain a small
portion of the variance, which is, for many purposes,
less important than the short-term variability. However,
when dealing with coastal hazards and flooding, even a
small long-term change in storms and extreme events will
potentially lead to increased damage.

2.2. Association between climate patterns and storm
wave clustering

Monthly and lagged-seasonal correlations between storm
cluster indices and climate indices are presented in

Figures 7 and 8. Seasonal correlations did not provide sig-
nificant additional information in relation to the monthly
and lagged-seasonal ones, and therefore their results
are not shown. Statistically significant correlations were
found at many sites along the 200 m isobath around New
Zealand, albeit clustered storms were generally weakly
correlated (|R|< 0.42) with climate indices.

With respect to monthly correlations (Figure 7), fewer
clustered storms occurred on the west coast in associ-
ation with positive SAM. The strengthening of the cir-
cumpolar westerlies is characteristic of a positive SAM
(Marshall, 2003; Gupta and England, 2007), and so one
would expect the opposite response in the number of clus-
tered storms. Nevertheless, a polewards shift of extrat-
ropical cyclone storm tracks has been observed (Gillett
and Thompson, 2003), accompanying the trend towards
the positive phase of the SAM since the mid-1960s (Mar-
shall, 2003). This shift results in decreases in westerly
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waves in the regions immediately adjacent to the west
coast (Hemer et al., 2010) because of a southwards dis-
placement of wave generation zones (Godoi et al., 2017).
Consequently, the wave energy coming from the west is
reduced on the west coast when the positive phase of the
SAM is more pronounced. On the contrary, the number
of clustered storms increased on the same coast during
negative phases of the ZW3, due to the intensification of
the eastwards atmospheric zonal flow. The latter becomes
more relevant in the lower latitudes of the study region,
as demonstrated by strengthened correlations northwards
(Figure 7). The west coast was also affected by SWCs
generated during opposite phases of the PDO (positive)
and ENSO (negative, El Niño events). Likewise, cluster-
ing was more frequent during positive IOD and negative
ENSO to the south of New Zealand. The IOD can take
place through the ENSO conditions because of the tele-
connecting nature of these two modes (Schott et al., 2009;
Izumo et al., 2010; Taschetto et al., 2011; Godoi et al.,

2016). The signature of this relationship was also observed
along the north coast, with enhanced clustering during La
Niña events (positive ENSO) and negative IOD. Clustered
storms occurred more frequently on the east coast of the
North Island during positive phases of the SAM and ZW3,
and on the east coast of the South Island during nega-
tive ENSO and positive PDO. During positive SAM, the
refraction of westerly swells seems to make waves arrive
on the east coast of the North Island with more intensity
than on the same coast of the South Island (Godoi et al.,
2016, 2017). In a similar fashion, the waves produced by
the northwards wind stress anomaly to the south of New
Zealand related to positive ZW3 (Cai et al., 1999) have a
more marked effect on the North Island than on the South
Island. Conversely, the larger southwesterly waves gener-
ated to the south of New Zealand during negative ENSO
and positive PDO (Godoi et al., 2016) have a stronger
influence on the east coast of the South Island. Given
that the main signatures of the ENSO, IOD, and PDO
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are observed far away from New Zealand, their associated
conditions modify the atmosphere and ocean around the
country through teleconnections. Tropic–extratropic tele-
connections occur through disturbances in the Hadley cell
(Liu and Alexander, 2007). The latter modifies the sub-
tropical atmospheric circulation by changing the mois-
ture and heat sources responsible for dispersion of the
Rossby waves that influence the extratropics (Grimm and
Ambrizzi, 2009). As Rossby waves are dispersed, cyclone
and anti-cyclone winds strengthen. Anomalously strong
winds generate larger waves, resulting in more frequent
storm waves. As the time between consecutive storms
shortens, in this case, more clustered storms are observed.

The first signature of the ENSO is generally observed
in the eastern equatorial Pacific (Bjerknes, 1966; Wyrtki,
1975; Trenberth and Hoar, 1996), and therefore, the
ENSO-related changes in the atmosphere and ocean
around New Zealand are delayed. Because of the inherent
noisiness of the SOI time series at short timescales,

seasonally averaged SOI values have been found to be
more suitable for correlations than monthly averaged
values (Harley et al., 2010). Hence, lagged-seasonal cor-
relations are likely to be better for assessing variations
in storm wave clustering around New Zealand related to
the ENSO fluctuations. The same is true for the IOD and
PDO conditions, which are also strongly influenced by
the ENSO variability (Mantua et al., 1997; Schott et al.,
2009). Although New Zealand is situated in the latitude
band where the largest variabilities related to the SAM
and ZW3 are experienced (the high and mid-latitudes of
the Southern Hemisphere), lagged-seasonal correlations
were also performed for these oscillations. Thus, climate
patterns of a given season were correlated with clustered
storms of the next season. Correlations with the SOI
strengthened substantially along all coasts (Figure 8). A
similar pattern was observed for the DMI to the south of
New Zealand, along the southwestern coast, and in part
of the north coast, and for the PDO Index at most sites
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Figure 9. Correlations of annually averaged monthly anomalies between CSE per cluster and climate indices. Correlations were carried out at the
model grid points on the 200 m isobath over the period 1958–2001 for the SAMI, SOI, DMI, and PDO Index, and over the period 1979–2001 for the
ZW3 Index. Only statistically significant values at the 95% confidence level are displayed. [Colour figure can be viewed at wileyonlinelibrary.com].

where statistically significant monthly positive correla-
tions had been obtained. This enhancement relative to
non-lagged correlation is due to the time that telecon-
nected phenomena take to respond to the warming and
cooling of the Indian and Pacific Oceans’ tropical waters.
An example of this delayed response is the warming in
the tropical Indian Ocean caused by the ENSO-related
fluctuations, which takes approximately 3–6 months to
occur (Deser et al., 2010). As opposed to the results for the
SOI, DMI, and PDO Index, lagged-seasonal correlations
between clustered storms and SAMI/ZW3 Index either
weakened or lost statistical significance at most sites
where significant monthly correlations had been obtained,
with the exception of the positive correlations with the
SAMI found now to the south of New Zealand (Figure 8).
These results demonstrate that the SWCs that hit New
Zealand are more synchronized with the SAM and ZW3
fluctuations than with those of the ENSO, IOD, and PDO.
Seasonal correlations (not shown) showed slightly higher

absolute values (up to |R|= 0.42) than the monthly and
lagged-seasonal ones for the SAMI, on the west coast,
and for the ZW3 Index, at a few sites on the north and east
coasts.

SWC parameters had a stronger connection with
the ENSO and PDO than the other oscillations
(Figures 9–11). Although the north coast is generally
impacted by relatively low-energy SWCs (Figure 4),
their CSE was highly correlated (R up to 0.64) with La
Niña episodes (Figure 9). During such episodes, stronger
northeasterly winds are produced to the north of New
Zealand (Gorman et al., 2003), leading to larger waves on
the north coast (Gorman et al., 2003; Godoi et al., 2016).
La Niña-like effects also occur during negative PDO
because of its inverse relationship with the ENSO (Godoi
et al., 2016), and this resulted in more energetic SWCs
along part of the north coast (Figure 9). Not surprisingly,
El Niño-like effects are experienced during positive PDO
(Mantua et al., 1997) on the west, south, and east coasts,
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and entail increased southwesterly winds (Gordon, 1986)
and correspondingly larger waves (Laing, 2000). This
explains the strong correlations of CSE with the SOI and
PDO Index along those coasts (Figure 9). SWCs were
also more energetic on the west coast of the North Island
during negative phases of the SAM and ZW3, and to the
south of New Zealand during positive phases of the SAM
and IOD (Figure 9). SWCs tended to last longer along
most of the west, south, and east coasts during positive
PDO and negative ENSO, while their duration increased
on the north coast during La Niña and La Niña-like (nega-
tive IOD) events (Figure 10). Positive phases of the SAM
and IOD (stronger westerly and southwesterly winds,
respectively) occurred when there were longer-lasting
SWCs to the south of New Zealand. A larger number of
storms within the cluster coincided with El Niño episodes
and positive PDO along the west and east coasts, and
with La Niña events and negative IOD on the north coast
(Figure 11). The number of storms was also larger on the

west coast during negative SAM and in the presence of a
more intense zonal flow during negative ZW3, while in
southern New Zealand the number of storms increased
during El Niño conditions and positive phases of the
SAM and IOD. These annual correlations (Figures 9–11)
support the assumption that trends in SWC parameters
(Figure 5) are associated with trends in climate oscilla-
tions (Figure 6). More frequent El Niño-like conditions,
during either negative ENSO or positive PDO phases,
were consistent with increases in SWC parameters on
the south, east, and west coasts of the South Island. Fur-
thermore, strengthened circumpolar westerlies associated
with the trend for a positive SAM (Marshall, 2003) were
compatible with trends in SWC parameters to the south of
New Zealand.

Figure 12 is an example of the wavelet spectral analysis
results obtained for the four model grid points (Figure 1)
selected as representative of the major coastline orien-
tations, north (N), west (W), east (E), and south (S). It
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illustrates the correlations of monthly anomalies between
storm cluster indices and the SOI at several timescales,
and highlights the periods in which the ENSO condi-
tions were presumably related to the number of clustered
storms around New Zealand. The most relevant signals
were generally observed at 2–7 year timescales. On the
north coast, increased northeasterly winds, typical of La
Niña events, were responsible for a more frequent clus-
tering from the late 1960s to the late 1980s (Figure 12,
top). Clustered storms were most correlated with posi-
tive SOI during the early and mid-1970s, coinciding with
the 1974–1976 La Niña (Jury et al., 2002). Curiously,
the extreme 1998–1999 La Niña (Cai et al., 2015) did
not seem to have had any relation to storm wave clus-
tering on the north coast, as opposed to the extreme La
Niña of 1988–1989 (Cai et al., 2015) (upwards arrows,
4-year cycle). Increases in clustered storms due to stronger
southwesterly winds during El Niño events were more
pronounced on the west coast, with strongest correlations
in the early 1980s (Figure 12, left). An extreme El Niño

indeed occurred in 1982–1983 (Wang and Cai, 2013;
Cai et al., 2014). The long horizontal band of strong
correlations during almost the whole period of analysis
(Figure 12, left) also comprises two other extreme El Niño
events, occurred in 1972–1973 (Saji et al., 1999) and
1997–1998 (Wang and Cai, 2013; Cai et al., 2014), as
well as the consecutive 1986–1987 and 1987–1988 El
Niño episodes (Cai et al., 2015), and the 1991–1992 El
Niño, which was only short and ended abruptly (Hayward,
1993). A 2-year cycle associated with the early 1960s El
Niño (McPhaden et al., 2015) showed a strong correla-
tion with clustered storms to the south of New Zealand
(Figure 12, bottom). El Niño was also related to cluster-
ing on the east coast from the early 1960s to the early
1980s (Figure 12, right, signals mostly confined between
2- and 4-year cycles), although such relationship was not
as strong as on the other coasts.

Spectral analyses for the SAM, ZW3, PDO, and
IOD were also performed (not shown), and their most
noteworthy results are described as follows. The most
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striking feature of the coherence spectra obtained for the
SAM appeared at timescales between 6 and 16 years, and
resulted in a higher occurrence of clustered storms to the
south of New Zealand during its positive phase. A large
part of this signal is within the cone-of-influence, a region
of the spectrum where edge effects become important
(Torrence and Compo, 1998), requiring caution in the
interpretation of the results. Despite that, considerably
high statistically significant correlations (up to 0.9) were
found at those timescales during the whole period of
analysis, with the strongest signals appearing first in the
early 1990s. This strengthening in the correlation on the
south coast throughout the time seems to accompany the
trend for a positive SAM. On the west coast, a prolonged
negative SAM (Gordon et al., 2007) was strongly corre-
lated (up to 0.8) with increases in clustered storms from
the late 1960s to the early 1970s, supporting the nega-
tive monthly and seasonal linear correlations discussed
previously. Similarly to the spectra for the SAM, the
coherence spectra of the ZW3 Index with storm cluster
indices showed strong correlations (up to 0.8) in the
south at timescales longer than 6 years. These correlations
appeared in approximately 1987, indicating that increases
in clustered storms coincided with positive anomalies in
the northwards atmospheric flow. Again, although within
the cone-of-influence, such correlations were statistically
significant. The migration from a more zonal to a more
meridional atmospheric flow (a transition to the ZW3
positive phase) in 1997 (Raphael, 2004) was highly corre-
lated (correlation >0.9) with a brief decrease in clustering
on the west coast. The opposite atmospheric change

(from meridional to zonal flow) in 1986/1987 (Raphael,
2004) led to more clustered storms on the same coast.
A 2-year PDO cycle was associated with a strange and
counter-intuitive clustering (fewer clustered storms, cor-
relation >0.6) to the south of New Zealand throughout the
1980s, when the PDO was predominantly positive (Man-
tua et al., 1997). On the east coast, the same happened
for the PDO decadal variability from the late 1980s to the
early 2000s (signal within the cone-of-influence), while
cycles ranging from 2 to 8 years were related to more clus-
tering from the late 1950s to the early 1970s (correlation
>0.7, signal partially within the cone-of-influence). The
positive IOD was strongly correlated (correlation up to
0.9) with clustering on the west coast from the mid-1970s
to the early 2000s. Since the mid-1980s, clustering on the
west coast under El Niño-like conditions seemed more
associated with a positive IOD than a negative ENSO.
Two extreme positive IOD events occurred in 1994 and
1997 (Saji et al., 1999) and were related to more clustered
storms on the west coast owing to the intensification of
southwesterly winds. From the early 1980s to the early
1990s, decreases in clustering on the north coast occurred
during positive IOD, whereas stronger northeasterly winds
(La Niña-like conditions associated with negative IOD)
induced more clustered storms.

3. Conclusions

Work on coastal erosion has shown that storms are more
hazardous when occurring in clusters because the coastline
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has insufficient time to recover between storms (Lee et al.,
1998; Ferreira, 2005). The reserves of sand in the beach-
face deplete during the first storm, facilitating erosion dur-
ing subsequent ones. Here, SWCs and their characteris-
tics in New Zealand waters were explored using results of
a 45-year (1957–2002) wave hindcast. Cluster duration,
the number of storms within the cluster, and the potential
for cluster-induced coastal erosion were analysed through
long-term averages and trends. The responses of clustered
storms to near and remote atmospheric variability were
also addressed, by computing correlation coefficients and
applying the wavelet spectral analysis.

Storm waves tended to cluster more to the northeast
of New Zealand and on the central eastern coast of the
South Island. Recurrent southwesterly swells, generated
by extratropical cyclones, produced energetic environ-
ments to the south of New Zealand and on the northwestern
coast, making these regions the most vulnerable to coastal
erosion caused by SWCs. SWCs lasted longest on a seg-
ment of the east coast of the South Island sheltered from
the prevailing southwesterly swell, where they were also
least frequent. Trends calculated for the period 1958–2001
showed that SWCs have incorporated more storms, have
become more hazardous, and have lasted longer, prin-
cipally around the South Island. Although these trends
may be affected by the ERA-40 data assimilation tempo-
ral inhomogeneity, it is encouraging that they agree with
trends in the SAM, PDO, and ENSO.

Teleconnection patterns showed strong links with storm
wave clustering around New Zealand. These links arise
in several forms, as for example, ENSO-related effects
are experienced in the area because of the pressure see-
saw between the Indian and Pacific Oceans (Kousky et al.,
1984); the extratropical signature of the ENSO projects
onto the SAM (L’Heureux and Thompson, 2006) in the
wave generation zone of the primary swell that hits New
Zealand; variations associated with the IOD are explained
by Rossby wave trains, which propagate from the tropi-
cal Indian Ocean and induce changes to the mid-latitude
westerlies across southern Australia (Cai et al., 2011). As
a result of remote and local forcings, seasonal to decadal
variabilities of climate patterns were found to be correlated
with clustering around New Zealand, especially during
strong phases of the modes. Stronger southwesterly winds
during either El Niño events (negative ENSO) or condi-
tions that resemble these, associated with positive phases
of the IOD and PDO, caused increases in clustering pri-
marily on the southwestern coast of New Zealand. The
opposite phases of these oscillations, especially positive
ENSO and negative IOD, affected the north coast through
the predominance of increased northeasterly winds. Clus-
tered storms were less synchronized with the ENSO, IOD,
and PDO, whose main signatures take place far away
from New Zealand, than with the SAM and ZW3 modes,
which in turn show their main signatures in the water bod-
ies surrounding the country. The strong eastwards atmo-
spheric zonal flow related to negative ZW3 led to a higher
occurrence of clustered storms on the west coast, while
enhanced westerlies associated with positive SAM had

a significant impact on clustering to the south of New
Zealand.

As an emerging topic, the spatial and temporal variabil-
ities of storm wave clustering still need further research
along most coasts around the world. Because of the strong
influence of SWCs on erosion processes, sediment trans-
port, and coastal flooding, a broad understanding of the
dynamics of SWCs should underpin coastal management.
Moreover, as undoubtedly dangerous systems, SWCs have
a direct impact on safety and, consequently, on the econ-
omy. It is still not clear how storm wave clustering changes
with the seasons and with anomalies associated with con-
current phases of two or more atmospheric oscillations.
Additionally, our study focused on the potential effect of
clustering on erosion, but has not addressed how this trans-
lates into the scale of erosion on a particular beach. The
study of the latter necessitates a much wider range of local
observations to provide a similarly generalizable outcome.
Nevertheless, the results presented here should assist in the
prediction of impacts of future climate change in addition
to supporting sea-related activities and providing a back-
ground for climatological studies.
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